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Abstract

Hopfield neural networks because of their simple feedback structure may be a suitable approach
for optimization of problems such as the Traveling Salesman (TSP). Kohonen neural networks, because
of their competitive learning paradigm and topological properties may be suitable for solving TSP as
well. However, both of these two neural network architectures have some weaknesses. Hopfield’s energy
functions are easily trapped in local minimas and hence may not be acceptable. In comparison, even
though Kohonen architecture may offer a better chance of finding the global solution, it is very slow in
convergance, hence it is usually used in realtime. In this paper, a novel hybrid feedback-competitive
neural network architecture is presented which compares well with Kohonen’s ability in finding global
solutions and is fast as Hopfield. Simulation results demonstrate the precision and convergence speed for
30-city TSPs in comparison with Kohanon neural network and for 100-city TSPs in comparison with
several other algorithms. Additionally the merits of the proposed method is shown in a 280-city TSP.
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